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ABSTRACT
The term “appropriate parameters” signifies the correct choice of values has considerable effect on the performance that directs the search process towards the global optima. The performance typically is measured considering both quality of the results obtained and time requires in finding them. A genetic algorithm is a search and optimization technique, whose performance largely depends on various factors – if not tuned appropriately, difficult to get global optima. This paper describes the applicability of orthogonal array and Taguchi approach in tuning the genetic algorithm parameters. The domain of inquiry is grammatical inference has a wide range of applications. The optimal conditions were obtained corresponding to performance and the quality of results with reduced cost and variability. The primary objective of conducting this study is to identify the appropriate parameter setting by which overall performance and quality of results can be enhanced. In addition, a systematic discussion presented will be helpful for researchers in conducting parameters quantification for other algorithms.
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1. INTRODUCTION
The focus of this paper is towards addressing the challenges of fine-tuning algorithm from the point of view of developing a robust system which can assist researchers, especially to the beginners or intermediate level researchers who spend most of their time in this important step [10]. It was observed that the time consumed in tune an algorithm sometimes exceeds the development time. It has been seen that most of the research work in modern science and technologies are dedicated to understand and model real life problems in more detailed and realistic manner which results in an increase in dimensions and complexity of the solvable problems. Hence, dealing with the growing complexity of large scale problems and finding the optimal solutions using exact mathematical models has become more difficult because of the efficiency of the solution quality and to find the near optimal solution within the acceptable time.

Genetic algorithm (GA) is a nature inspired algorithm developed by Holland in 1960s [17]. Finding the appropriate parameter value for the GA is one of the persistent grand challenges. Typically, GA researchers and practitioners accepted that good parameter values are essential for effective performance of the GA. However, not much work done on studying the effect of GA parameters on performance and how to tuning them? In practice, conventional method, i.e. mutation rate should be lower than a crossover, adhoc choices, i.e. why not use a uniform crossover? or sometimes experimental results comparison on a limited scale, such as evaluating the GA performance using combinations of three or four different crossover rates and mutation rates are applied for accepting parameter value consumes a tremendous amount of time.
Therefore, there is a striking gap between the widely acknowledged importance of effective parameter values and ignorance concerning principle approaches to tune the GA parameters.

There exist various approaches to tune parameters are presented over the years. In one of the most extensive study conducted in [28] explained that optimal parameter setting completely depends on the complexity of the problem. Pakath and Zaveri [23] suggested a decision support system to tune the parameters systematically. Gupta et al. [13] suggested experimental designs via full factorial design for parameter setting. Hsieh et al. [16] applied Taguchi approach for robust parameter setting to improve the performance of the GA.

The primary challenge in implementing a GA is the selection of appropriate parameters value interacts in a complex manner, if not done rightly leads to slow convergence rate and lower level of performance. Identifying the right combination choice of parameters value is one of the ways in addressing these challenges. A case study on grammatical inference (GI) is given. The term grammar can be used to establish formalism of grammar and grammar notations, which includes context free grammars (CFG), class dictionaries, XML representation schemas and some form of tree and graph grammars [20]. GI has been widely studied in [3], [5], [14], [21, 22], in recent years due its applicability in many domain includes pattern recognition, information recovery, data mining, natural language processing, compilation and translation, human machine interaction, graphic languages, domain specific languages, machine learning, development of adaptive system etc. In case of GI, rule length plays a significant role in representing the grammar and it should be as small as possible is considered as one of the factor in designing the experiment. There exists many different learning models have been developed over the years such as Gold’s learning model [12], tell tales [2], teachers and query model [4], probable approximately learning model (PAC) [32]. A comprehensive survey on various GI approaches is presented in [23]. There are many recent works also done in the field of grammar inference [7, 8], [25, 26]. But none of these researches talked about how they have identified the parameter value in conducting the experiment.

These discussions motivated us to present a suitable approach of find the appropriate parameter value which can improve the performance of an algorithm. The aim of this paper is to offer a thorough treatment of GA parameters and to tune them. The objective can be broken down into a number of technical objectives outlined:

a) Discussion of the key challenges faced during implementation of GA.
b) Suggesting the possible addressing mechanism.
c) Providing an overview of existing approaches for parameter tuning with their pros and cons.
d) Presenting the elaborated discussion on Taguchi design and its implementation for parameter calibrations.
e) A case of GI is presented to make the concept clearer.

The rest of the paper is organized as follows: Section 2 presents the problem definition. Section 3 discusses the various approaches given for experimental design. A case study on context free grammar (CFG) induction using GA is given in Section 4. This section shows the chromosome structuring, fitness function and reproduction operators that have been employed for CFG induction. The experimental design incorporating Taguchi design that has been presented in Section 5. Section 6 concludes the paper and assesses the future perspectives.

2. PROBLEM DESCRIPTION

The GA is very popular algorithms due to its applicability in finding the solution to the global optimization (GO) problems. There exist many challenges such as convergence speed; trapping at local optimum convergence etc. one may face during the implementation of the GA. These challenges may hamper the overall system performance; hence need to be addressed to utilize the power of the GA effectively.

As far as GA is concerned the performance is largely depends on the problems difficulty, population diversity, search space, initial population, selection pressure, fitness function and number of individuals. Two factors: premature convergence [23] and slow finishing affects the overall performance significantly [24].

The selection of population is known as selective pressure because if the population’s selection is not done intelligently then it will be difficult to get the global optimum. Similarly, if the sufficient diversity is not present in the population, the GA faces the problem of premature convergence and slow finishing. Crossover and mutation can be applied and the probabilities of these operators can be varied to explore the search space adequately. But finding the appropriate value of these probabilities is real challenge and any advance knowledge of interaction among GA’s parameters will lead to better solution in a time effective manner that makes the GA more robust.

Apart from the above discussed factors, the problem specific factors also play an important role. For example, in case of GI, rule length affects the performance. Another best example is travelling salesman problem (TSP) in which number of cities plays a significant role in algorithm’s performance. Therefore,
problem specific criteria should also be considered while making the robust design for conducting the experiments. The above discussion clearly explains that lack of robustness in the design leads to local optima or premature convergence, slow convergence rate and lower level of performance.

To overcome from the challenges discussed - a comprehensive discussion is presented dedicated towards a robust experiment design. The main focus is to utilize two design of experiment (DOE) approach, namely, Taguchi and full factorial design for parameters value selection and present. A case study on GI is presented to demonstrate the overall procedure. The working of the GA is largely depends on the population size (PS), chromosome size (CS), crossover rate (CR) and mutation rate (MR). As discussed, in GI problem number of production rules (NPR) also plays a significant role. Therefore five control factors: PS, CS, CR, MR and NPR have been considered to conduct the study, which have been varied following a DOE. The variability, involved during GI was considered with two levels for which signal to noise ratios and sensitivities were calculated for each combination of the design. The optimal conditions have been obtained corresponding to performance and the quality of the results with reduced cost and variability.

3. APPROACHES FOR PARAMETER TUNING

Several approaches have been developed and implemented over the years such as build-test-fix, one factor at a time, and design of experiment (DOE). The DOE was used widely and considered as one of the most comprehensive method in the process development. The DOE is a statistical method, attempts to provide a predictive knowledge of a complex, multi-variable process with the less number of trials.

3.1. Build-Test Fix

It is the most primitive approach. It is rather inaccurate as the process is carried out as per the availability of the resources instead of trying to optimize it. Each time process or product is tested and reworked till the results are acceptable. In this approach it is not possible to know if true optimum is achieved or not. This approach is found consistently slow, need intuition, luck and rework.

3.2. One Factor at a Time (Classical Approach)

It is aimed at the optimization of the process by executing an experiment for a particular condition and repeat by changing any other one factor until the effect of all the parameters are recorded and analyzed. The drawback of this approach is that it is very time consuming, one cannot record the interaction between factors and too many tests need to conduct to arrive to the final decision.

3.3. Design of Experiment

Fisher in 1920 introduced one of the powerful statistical techniques known as the Design of Experiments (DOE) to study the effect of multiple variables simultaneously. In the earlier study, Fisher wanted to know the effect of rain; water, fertilizer, sunshine etc. are needed to produce the best crop. Since that time a considerable amount of work has done in the development of new techniques is taken place. The approaches falls in DOE are factorial design, Taguchi design and response surface design.

3.3.1. Factorial design

It allows the simultaneous study of the effect of various factors may have on a process. It is better than classical approach of process design since it supports varying the levels of the factors simultaneously. Hence, it saves both time and cost and supports interactions between the factors because interactions are driving force in many experiment designs. Although, it shows the interaction effects but it is an extremely inefficient design technique since each factor need to be tested at each condition of the factor. If \( C \) represents the number of condition and \( f \) shows the number of factors, then the total number of tests \( (N) \) can be evaluated using equation (1). To analyze the results it always uses analysis of variance (ANOVA).

\[
N = C^f
\]

(1)

3.3.2. Taguchi design

Dr. Genechi Taguchi (1940) from Japan carried out significant research with DOE techniques known as Taguchi method or Taguchi approach. An effort was made to make the experimental technique more users friendly and applied to improve the production quality. Taguchi approach attracted manufacturing companies in the USA in the early 1980’s and today it is one of the most popular quality building tools used by academicians, engineers and researchers. It is very popular because it reduces the time required for
experimental design. It can also economically satisfy the needs of problem solving and found very effective in the process or product design.

The orthogonal array method is used for the parameters selection [6] [31] [33]. It was developed to design the experiments and to investigate the effect of various parameters on the mean and variance of process performance characteristics. The detailed procedure and work flowchart diagram of Taguchi approach is presented [31]. This method provides the facility of orthogonal array which helps in organizing independent parameters affecting the process and the levels at which they should be varied.

Figure 1. P-diagram for any problem. Here “P” stands for process

Figure 1 shows the P-diagram where noise (Noise X) is present in the process. The primary objective of Taguchi approach is to achieve the optimized output (Output Y), noise should have no effect and therefore to reduce the variations in the output even though the noise is present and hence the process can be called as robust. Control factor Z is shown to be present and need special attention for the optimization problems since optimization problem involves finding the suitable control factor levels so that the best output is at the target value. Orthogonal arrays is found effective in setting the balanced experiments and Taguchi signal-to-noise ratios (SNR), which are log functions of the desired output serve as an objective functions for optimization helps in data analysis and prediction of optimum results [27].

3.3.3 Response surface design

It helps in examine the relationship between a response and a set of factors or experimental variables. This method is mainly employed after indentifying a “vital few” controllable experimental variables and the author is interested in finding appropriate setting that optimizes the response. The main objective of applying design of this type is to develop a model that describes a continuous curve, or surface, that connects the measured data at strategically important places in the experimental window. Response surface design takes the merits of a least-squares curve fit or regression analysis to identify the appropriate model tests, the validity of the model and finally analyze the model.

4. CASE STUDY: GRAMMAR INDUCTION SYSTEM

It is evident that GAs are being applied for search and optimization problems where the search space is large, complex and contains possible difficulties, like high dimensionality, multimodality, discontinuity and noise. GA uses biology inspired and survival of the fittest mechanism to refine a set of solution in an iterative manner [11] [17]. It works on encoding mechanism to represent a population of solution. Fitness is the measure of GA and an individual’s fitness is directly related to the objective/fitness function for an optimization problem. Using various reproduction operators the individual population can be modified to a new population [1]. The search process terminates when reaches to termination condition or to the threshold. In this section, the author has presented a block diagram, shows the process of the GI uses GA (see Figure 2). The overall process has been divided into two different phase. The Phase-1 is responsible for production rule generation and verification, whereas Phase-2 shows the steps of GA incorporated to optimize the search process and explore the search space adequately.

The GI process starts generating the initial random binary chromosome (BC), which is then mapped to appropriate symbolic chromosome (SC) representation of terminals and non-terminals in a sequential manner. The SC has been divided into equal block size of five equal to production rule length. Each SC has been traced from the start symbol ‘S’ to terminal to remove use less production and rest of the productions have been tested for removal of left recursion, unit production, ambiguity and left factor. A string to be tested has been selected and passed for the validity, i.e. acceptability of the CFG equivalent to the chromosome.
The test string and the CFG rules are the input to the finite state controller, which verifies the acceptability through the proliferation on the pushdown automata (PDA).

Figure 2. Block diagram for context free grammar induction using GA.

A random initial binary chromosomes (BC) consist of sequence of 0’s and 1’s have been created (see Figure 4). The BC is mapped into terminals and non-terminals in a sequential manner following 3-bit/4-bit coding that depend on the number of symbols present in the language. If more than two symbols are used in the language then 4-bit representation has been used otherwise use 3-bit representation. The start symbol ‘S’ has been mapped at “000” and ‘?’ represents the null symbol mapped at “010”, whereas for others symbols (terminals and non-terminals) are used as appropriate.

Binary chromosome:  
00010001000001001000010100111100010100011001000001001110101100100001100100111010101000110000010001011011000001101101110

Coding of terminal and non-terminals

<table>
<thead>
<tr>
<th>Non-terminals</th>
<th>Terminals</th>
</tr>
</thead>
<tbody>
<tr>
<td>S → 000</td>
<td>1 → 100</td>
</tr>
<tr>
<td>A → 001</td>
<td>0 → 101</td>
</tr>
<tr>
<td>B → 111</td>
<td>? → 010</td>
</tr>
<tr>
<td>C → 011</td>
<td>? → 110</td>
</tr>
</tbody>
</table>

Symbolic chromosome representation: S1?S??S0ABS0S??S?C0CSCAA?0?A1S1??SA00?

The SC’s are divided into block size of five equal to the production rule length as shown in Table 2, which are then traced from ‘S’ to remove the insufficiency presents. The PDA simulator accepts test string and the production rules as an input for any specific language, verifies the acceptability via proliferation on the PDA.

The fitness of an individual has been calculated in each GA run and then selection of parent string is done. In GI problem, the fitness of an individual chromosome largely depends upon the acceptance (rejection) of the positive and negative sample strings. The fitness value increase for accepting positive (AP) and rejecting negative (RN) sample, whereas it decreases for accepting negative (AN) and rejecting positive (RP) sample. The problem specific factor (s) also plays a significant role in GA’s performance. In case of GI, production rule length (PR) is an important factor, has been considered in the fitness calculation. Equation (1) has been applied to calculate the fitness of an individual.
\[ \text{Fitness} = \sum C \cdot ((AP + RN) + (AN + RP)) + (2 \cdot C - PR) \] (2)

The following convention has been followed for the selection of the best grammar rules: “A grammar that accepts all the positive strings and rejects the entire negative string from set of training data with minimum number of production rules”. The value of constant (C= 10) is found sufficient to accommodate grammar rules blocks present in the symbolic chromosome.

The GA’s performance largely depends on the two most commonly used genetic operators are crossover and mutation. The operators’ crossover and mutation play a significant role in the population diversity management and therefore improves the convergence speed. A variation of two point crossover based on the cyclic crossover has been incorporated to perform the crossover operation. The inverted mutation method has been applied with random mask. As we know the mutation operator introduces diversity in the population helps to keep the search process alive. Random mask is useful in achieving the diversity. The following convention has been applied: “simply apply “XOR” operation between the parent strings received after crossover operation and the random offspring”. An example for both crossover and mutation operations have been represented in Figure 3.

![Figure 3. Demonstrations of crossover and mutation operations. (a) Representing the two point cut crossover based on cyclic crossover. (b) Inverted mutation by generating random mask (RM) and then applying XOR operation.](image)

5. RESULTS AND ANALYSIS

Experiments have been conducted on the set of regular as well as context free languages. The set of positive and negative corpora have been chosen with varying patterns of 0’s and 1’s is given in Table 1.

![Table 1. Test Languages Description](table)

The implemented GA utilizes two points cut crossover based on the cyclic crossover and inverted mutation with random mask for CFG induction. Java programming on Net Beans IDE 7.0.1, Intel Core™ 2processor (2.8 GHz) with 2 GB RAM are used.

Table 2 shows the parameters used in implementation of the proposed algorithm. Minimum description length principle (MDLP) has been used to generate the positive and a negative string set required during the execution [15] [19]. For selecting the corpus, strings of terminals are generated for the length \( L \) from the given language. Initially, \( L = 0 \) is chosen, which gradually increases up to the required length to
represent the language features. The valid and the invalid strings generated will be considered as positive and negative strings respectively.

<table>
<thead>
<tr>
<th>Factors</th>
<th>Level 1</th>
<th>Level 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>PS</td>
<td>120</td>
<td>360</td>
</tr>
<tr>
<td>CS</td>
<td>120</td>
<td>240</td>
</tr>
<tr>
<td>PRL</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>CR</td>
<td>0.6</td>
<td>0.9</td>
</tr>
<tr>
<td>MR</td>
<td>0.5</td>
<td>0.8</td>
</tr>
</tbody>
</table>

The performance of GA largely depends on PS, CS, CR, and MR and in GI production rule length is considered as an important factor that affects the results. In the present scenario, orthogonal array involves five control factors with two levels have been used shown in Table 2. Both full factorial and Taguchi approach have been applied for the estimation purpose. The aim of applying both the approaches is not only to identify the suitable parameters value but also to discuss the suitability of these approaches on the realistic problems.

### 5.1. Taguchi Design for Parameter Quantification

Table 3 presents Taguchi design, each row of the design specifies a combination of factor level, used for a run of the experiment. Taguchi approach utilizes orthogonal arrays referred as Taguchi orthogonal arrays, which require only a fraction of the full factorial combinations. The primary goal is to find factor setting. Table 3 tells the number of runs/ experiment numbers, factors and levels for each factor in the design. In the present scenario, orthogonal array design consists of 5 factors, 2 levels and 8 runs, which can be represented as L8 (2**5). To analyze the Taguchi design one need to understand the effect of control and noise factors on the response, then select the best combination of factor setting for conducting the experiment/process. Equation (3) is used to evaluate signal-to-noise ratio.

\[
\text{SNR}_i = -10\log\left(\frac{N_i}{\sum_{u=1}^{u=N} y_{ui}^2} N_i\right)
\]

(3)

Where, \(i\) = experiment number, \(u\) = trial number, \(N_i\) = number of trials for the experiment, and \(y_{ui}\) = number generations taken in each trials to reach to the solution.

Table 4 and Table 5 show the response table for signal to noise ratios and means respectively. The results of twenty runs over randomly chosen language sets as shown in Table 1, is considered as trial. Delta and rank measure the size of the effect by taking the difference whereas rank explains the order of the control factor based on the value of delta. It can be seen from Table 4 that CR (rank: 1, since delta: 0.66) has the largest effect on the results yields, whereas CS (rank: 5, delta: 0.29) has the smallest effect. Similarly, Table 5 shows the response table for means.

The response table (Table 4) for signal to noise ratios indicates that smaller is better, therefore combination PS: 120, PRL: 5, CS: 120, CR: 0.9 and MR: 0.8 (see Table 3 experiment number 2) is taken for the robust process design and conduct the experiments since this combination produces smaller SNR i.e. -12.1889. The effects of these factors are shown in Figure 4 indicates that the each factor line is not horizontal; hence there is main effect present. Also, it can be seen that different levels of the factor affect the characteristic in different manner. The greater the difference in the vertical position indicates the greater the magnitude in the main effect and the comparison in the slope lines explains the relative magnitude of the factor effects. For the grammar inference problem, the main effect of the signal to noise ratio is depicted in Figure 4 indicates that CR has the greatest effect on the SNR. The experiment with CR 0.9 shows much smaller SNR than the experiment with CR 0.6. Response table helps in selection of the best level factor using delta and rank values shows greatest effect on each response characteristic. In some situation, the best level of a factor for one response may differ from the best level for another response characteristic. To resolve the situation like this, predict the results for several other combinations of factors levels to find the appropriate combination produces the best outcome.

Linear model analysis for SNR versus the parameters (PS, PRL, CS, CR and MR) is shown in Table 6. Coefficients for each factor levels are calculated. The regression coefficient can be utilized to determine which of our factors are statistically significant with the help of p-value, given in the last column of Table 6.
If p-value is less than or equal to α-level (0.05), then conclude that the effect is significant otherwise the effect is not significant.

Table 3. Parameter selection by orthogonal array method

<table>
<thead>
<tr>
<th>Ex.No.</th>
<th>PS</th>
<th>PRL</th>
<th>CS</th>
<th>CR</th>
<th>MR</th>
<th>Means</th>
<th>Coeff. Variation</th>
<th>Std.dev.</th>
<th>SNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>120</td>
<td>5</td>
<td>120</td>
<td>0.6</td>
<td>0.5</td>
<td>3.56667</td>
<td>0.0428278</td>
<td>0.152753</td>
<td>-11.0506</td>
</tr>
<tr>
<td>2</td>
<td>120</td>
<td>5</td>
<td>120</td>
<td>0.9</td>
<td>0.8</td>
<td>4.06667</td>
<td>0.0375621</td>
<td>0.152753</td>
<td>-12.1889</td>
</tr>
<tr>
<td>3</td>
<td>120</td>
<td>8</td>
<td>240</td>
<td>0.6</td>
<td>0.5</td>
<td>3.26667</td>
<td>0.0467610</td>
<td>0.152753</td>
<td>-10.2884</td>
</tr>
<tr>
<td>4</td>
<td>120</td>
<td>8</td>
<td>240</td>
<td>0.9</td>
<td>0.8</td>
<td>3.56667</td>
<td>0.0901276</td>
<td>0.321455</td>
<td>-11.0687</td>
</tr>
<tr>
<td>5</td>
<td>360</td>
<td>5</td>
<td>240</td>
<td>0.6</td>
<td>0.8</td>
<td>3.50000</td>
<td>0.0285714</td>
<td>0.100000</td>
<td>-10.8837</td>
</tr>
<tr>
<td>6</td>
<td>360</td>
<td>5</td>
<td>240</td>
<td>0.9</td>
<td>0.5</td>
<td>3.59000</td>
<td>0.0460243</td>
<td>0.173205</td>
<td>-11.1080</td>
</tr>
<tr>
<td>7</td>
<td>360</td>
<td>8</td>
<td>120</td>
<td>0.6</td>
<td>0.8</td>
<td>3.30000</td>
<td>0.0606061</td>
<td>0.200000</td>
<td>-10.3809</td>
</tr>
<tr>
<td>8</td>
<td>360</td>
<td>8</td>
<td>120</td>
<td>0.9</td>
<td>0.5</td>
<td>3.50000</td>
<td>0.0494872</td>
<td>0.173205</td>
<td>-10.8884</td>
</tr>
</tbody>
</table>

SNR: Signal to noise ratio

Table 4. Response Table for Signal to Noise Ratios (Smaller is better)

<table>
<thead>
<tr>
<th>Level</th>
<th>PS</th>
<th>PRL</th>
<th>CS</th>
<th>CR</th>
<th>MR</th>
<th>Means</th>
<th>Coeff. Variation</th>
<th>Std.dev.</th>
<th>SNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-11.15</td>
<td>-11.31</td>
<td>-11.13</td>
<td>-10.65</td>
<td>-10.83</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>-10.82</td>
<td>-10.66</td>
<td>-10.84</td>
<td>-11.31</td>
<td>-11.13</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Delta</td>
<td>0.33</td>
<td>0.65</td>
<td>0.29</td>
<td>0.66</td>
<td>0.30</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rank</td>
<td>3</td>
<td>2</td>
<td>5</td>
<td>1</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5. Response Table for Means

<table>
<thead>
<tr>
<th>Level</th>
<th>PS</th>
<th>PRL</th>
<th>CS</th>
<th>CR</th>
<th>MR</th>
<th>Means</th>
<th>Coeff. Variation</th>
<th>Std.dev.</th>
<th>SNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.617</td>
<td>3.681</td>
<td>3.608</td>
<td>3.408</td>
<td>3.481</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3.473</td>
<td>3.408</td>
<td>3.481</td>
<td>3.681</td>
<td>3.608</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Delta</td>
<td>0.144</td>
<td>0.273</td>
<td>0.128</td>
<td>0.272</td>
<td>0.128</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rank</td>
<td>3</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 4. Main effects plot for signal to noise (smaller is better)

Table 6. Linear Model Analysis: SN ratios versus PS, PRL, CS, CR, MR (Estimated Model Coefficients for SN ratios)

<table>
<thead>
<tr>
<th>Term</th>
<th>Coef.</th>
<th>SE Coef.</th>
<th>T</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>-10.9822</td>
<td>0.05706</td>
<td>-192.453</td>
<td>0.000</td>
</tr>
<tr>
<td>PS</td>
<td>-0.1669</td>
<td>0.05706</td>
<td>-2.925</td>
<td>0.100</td>
</tr>
<tr>
<td>PRL</td>
<td>-0.3256</td>
<td>0.05706</td>
<td>-5.706</td>
<td>0.029</td>
</tr>
<tr>
<td>CS</td>
<td>-0.1450</td>
<td>0.05706</td>
<td>-2.541</td>
<td>0.126</td>
</tr>
<tr>
<td>CR</td>
<td>0.3313</td>
<td>0.05706</td>
<td>5.806</td>
<td>0.028</td>
</tr>
<tr>
<td>MR</td>
<td>0.1483</td>
<td>0.05706</td>
<td>2.600</td>
<td>0.122</td>
</tr>
</tbody>
</table>

S= 0.1614  R-Sq= 97.8%  R-Sq (adj)= 92.2%
Having seen the obtained p-value in Table 6, one can conclude that the p-value of PRL and CR is less than the α-level, i.e. for PRL (0.029 < 0.05) and for CR (0.028 < 0.05), hence we can conclude that the effect of PRL and CR are statistically significant, whereas for other factor’s obtained p-value is higher than the α-level (0.05), therefore the effect is not significant for PS, CS and MR or they are significantly related to the response.

Analysis of variance for SN ratio is given in Table 7, used to analyze the linear model based on the p-value. To evaluate the effect of an individual factor, one needs to identify the p-value. The p-value of PRL and CR is less than the α-level; conclude that the effect is significant, while the remaining factors are significantly related to the response.

Table 8 and Table 9 presents the linear model analysis using coefficient for means and analysis of means for the chosen factors. Having seen these tables one can conclude that factors PRL and CR has significant effect on the response, since the obtained p-value for both the factor is less than the p-value, whereas the remaining factors showing the significant related response.

Is Parameters Quantification in Genetic Algorithm Important... (Hari Mohan Pandey)
The residual plots for SNR are depicted in Figure 5, presents four residual plot in one window. Residual plot is a useful to determine whether the model meets the assumptions of the analysis. Figure 5 includes four graphs such as: normal probability plot, histogram, residual versus fitted value, and residual versus order of the data. Normal probability plot can be utilized to see whether the data are normally distributed or not. It also indicates whether other variables are influencing the response, or outlier exists in the data or not. Normal probability plot shown in Figure 5 do not appear to follow a straight line but it is also uncertain whether or not there is evidence or non-normality, skewness, outliers since there are few observations collected. Histogram of the residual presents the distribution of the residuals for all the observations. Histogram can be utilized as an exploratory tool to understand the characteristics of the data depending on the spread or variation and shape of the histogram. Residual histogram should be bell shaped, which can be used to test the skewness and outlier. It can be seen, histogram depicts a bell shaped curve between the interval (-0.05 and + 0.05), therefore one can say that the data is normally distributed. Residual versus fitted value plot test whether residual is scattered randomly about zero. Using this plot one can see uneven spreading of residual across the fitted values, which indicates non-constant variance. It can also be utilized to assess nature of plot for curvilinear and outlier. Based on the plot shown in Figure 5 the residuals appear to be randomly scattered about zero. Also, plot does not show any evidence of non-constant variance and outlier and missing terms. Residual versus order of the data plot is also presented in Figure 5. It is given to plot the residuals in the order of the corresponding observations. This plays an important role when the order of the observations may influence the response. In addition, the features of this plot can be utilized particularly in a designed experiment in which the runs are not randomized. To examine the plot, check, if any correlation exists between error terms that are near to each other. Correlation can be signified by an ascending/descending trend in the residuals and rapid change in signs of adjacent residuals. Having seen the plot, the residuals are randomly scattered about zero since there is ascending/descending trends in the residuals. Also it shows rapid change in signs of adjacent residuals.

### Table 10. Generated grammar with fitness value and total number of rules

<table>
<thead>
<tr>
<th>L-id</th>
<th>FV.</th>
<th>Grammar</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1</td>
<td>1014</td>
<td>$V, {S, C, M}, {0, 1}, {S \rightarrow S, S \rightarrow 0S}, S \rightarrow S, C \rightarrow C, M \rightarrow M, C \rightarrow C, M \rightarrow M, S \rightarrow S}</td>
</tr>
<tr>
<td>L2</td>
<td>1011</td>
<td>$V, {S, C, M}, {0, 1}, {S \rightarrow CCM, M \rightarrow M, \rightarrow SM, C \rightarrow C, C \rightarrow C, M \rightarrow M, S \rightarrow S}</td>
</tr>
<tr>
<td>L3</td>
<td>1014</td>
<td>$V, {S, C, M}, {0, 1}, {S \rightarrow S, S \rightarrow 0S}, S \rightarrow S, C \rightarrow C, M \rightarrow M, C \rightarrow C, M \rightarrow M, S \rightarrow S}</td>
</tr>
<tr>
<td>L4</td>
<td>1012</td>
<td>$V, {S, C, M}, {0, 1}, {S \rightarrow S, S \rightarrow 0S}, S \rightarrow S, C \rightarrow C, M \rightarrow M, C \rightarrow C, M \rightarrow M, S \rightarrow S}</td>
</tr>
<tr>
<td>L5</td>
<td>1012</td>
<td>$V, {S, C, M}, {0, 1}, {S \rightarrow S, S \rightarrow 0S}, S \rightarrow S, C \rightarrow C, M \rightarrow M, C \rightarrow C, M \rightarrow M, S \rightarrow S}</td>
</tr>
</tbody>
</table>

The GA is a stochastic search technique and therefore, the results are collected as the average of twenty runs for each language. The GA search process continues until it reaches to a maximum number of generations or reaches to threshold, where threshold indicates the highest rank solution’s fitness. The results show that the presented approach is capable for CFG induction. Minimum description length (MDL) principle is applied to generate a proportionate number of positive and negative sample strings. The crossover and mutation methods have been found effective in improving the performance and exploring the search space. It was observed that the MDL principle works effectively in selecting the correct sample strings with minimum description length. For the validation purpose experimentally obtained grammars have been tested against the best known available grammar. The standard representation $<V, \Sigma, P, S>$ is considered to show the best grammar. Table 10 shows the best generated grammars with a fitness value (FV) and total number of rules received.

Table 11 presents threshold value, i.e. total number of generations required to produce the best solution, the time consumed in milliseconds, generation range, mean and standard deviation. Results are collected as the average of successful twenty runs. The number of generations taken over twenty generation run varies, therefore generation range is given. The phenomenon involved with generation range can be understood with the help of an example: the generation range for L1 is 4±2, means the number of generations taken over twenty generation run varies between 02 (4 – 2) and 06 (4 + 2) similarly for others. During the computational experiment, the author found that the GA produced better results in terms of convergence time and showed less tendency of premature convergence. Incorporating the experimental design approach helps in identifying the appropriate parameters value that makes the system robust and improves the overall performance.
In this paper, a GA has been presented for CFG induction from positive and negative samples. The GA has the merit of powerful global exploration capabilities, which can exploit the optimum offspring. To achieve the robust experiment design two most popular approaches have been discussed and demonstrated over CFG induction problem. Various factors affect the overall working of the GA. The author has taken five factors with 2-level in consideration in tuning process. Taguchi approach has been incorporated for the GA’s parameters quantification and found working successfully. It was observed that Taguchi design require one fourth of the full factorial design in finding the right combination of the parameters and consumes less time because it runs the experiments less time than full factorial design. It is demonstrated that for five control factors with 2-level eight combinations were used in case of Taguchi design. The GA presented in this paper utilizes two point cyclic based crossover and inverted mutation with random offspring; these operators were found effective in maintaining diversity in the population and direct the GA’s search towards the global optimum. The author has executed the GA for context free and regular languages of varying complexities. The experimental results have been found encouraging because the GA implemented is found capable in CFG induction and greatly improves the performance, showed less tendency of local optimum convergence.

The result reported in this paper provide a way of design a robust experiments design can be utilized for the performance enhancement of the GA in terms of computational time, quality of results and one of the mechanism in addressing premature convergence. This paper discusses a number of features key aspects one need to understand in constructing a robust GA. The author believe that the observations and results reported will be helpful for the researchers in develop good experiment design because if someone want to develop a GA for solving an optimization problem, then these observations and discussion will direct them in selecting the right factors correctly for robust designing. This paper has shown some aspects of a GA, which are really important to study and more such studies are required to understand better working principle of GA. An obvious outcome of this study would be development of an improved GAs.
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